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ABSTRACT

Data centers that provide computational power for Artificial Intelligence struggle with resource intensive
practices. The cooling systems used for large-scale and commercial Al are mostly liquid-based and utilize
large portions of water daily. When paired against a growing demand for water provided by a rising
population and inequity crisis, the deficiency causes a substantial issue for general water accessibility.
The following paper presents examples and explanations of simple cooling techniques (fan, heat sink,
heat pump, and vapor chamber), primarily limited to those used in PCs as well as a comparative
literature-based evaluation framework to modify these techniques to be more widely applicable. The
information presented here is not a result of a concrete experiment, instead a comparative evaluation
framework and process. Although it is true that up-scalling PC-systems for industrial use is novel, the
following paper uses pre-existing knowledge to present a process through which such a breakthrough
could occur by interpreting and novelizing existing works. The ideal goal of this paper is to present a
research plan based on existing data that would yield a product capable of reducing the environmental
footprint of Al data centers. While the data in this paper is not original (all sources cited), it is a
compilation and summation of preexisting data in a novel and condensed format that presents a new use
for it.

INTRODUCTION

As Al continues to gain popularity and become more widely used, the data centers that they rely on “may
soon consume Ssix times more water than Denmark” (UNEP). As population grows and pressure on
clean-water strengthens, it becomes overly pressing that something is done to address this issue. In order
to prepare a safety net for water scarcity, a reliable plan would be reducing the amount of water used in
Al The root reason as to why Al “guzzles” so much water is because of data centers. These centers are
organized so that there is a “cold aisle” where the server draws in cool air, and a “hot aisle” where exhaust
is vented” (see Fig. 1) (Barringer, & The West). The “heat” is created by an immense reliance on energy
and electricity. In order to quickly and efficiently generate this much electricity, computers, such as those
found in data centers or PCs, generate heat energy. However, this amount of heat can sabotage safety and
performance, meaning that cooling is necessary. In large, industrial areas, the most common form of
cooling is liquid cooling, or using water: “Red Canary magazine recently reported that the water demand
of nearly 60 centers in Phoenix is about 177 million gallons a day” (Barringer, & The West).
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Data centers are the backbone for information in Al. Software such as ChatGPT, Copilot, and Gemini are
able to generate their answers by quickly sifting through information. The centers contain the bulky and
non-portable hardware that computers and Al rely on, including, “the computing infrastructure that IT
systems require, such as servers, data storage drives, and network equipment” (Amazon). Effectively, Al
is heavily reliant on a water-using system. Without this, Al would cease to function, something that would
disrupt the flow of modern life as well as disrupting business the economy. Due to the ramifications and
inability to remove or lessen the use of data centers nor Al, the main focus for improving the
environmental sustainability should cater towards lessening the total environmental footprint of data
centers.

CURRENT WORK

Liquid cooling is currently the most common in data centers, though many also adopt hybrid cooling.
There is a variety of reasons for this, though the underlying theme is that-in large scale
operations-liquid-cooling is simply more convenient. Many smaller centers or personal PC’s use
fan-cooling. However, this is not practical for a large-scale industry, which could provide a reason as to
why liquid-cooling is seen as a better option. To use fan-cooling would require the establishment of a long
array of costly fans that operate on electricity. Although this is not optimal in terms of cost, design, and
infrastructure, it may provide environmental benefits. Other types of cooling include semi-fan cooling and
non-fan-cooling. Fan cooling is relatively efficient, with a Cooling Efficiency Ratio (CER) typically
ranging from 5-15. While this provides a considerably more energy-efficient solution, implementing large
scale fans into a data center will be inconvenient. Some data centers also already implement hybrid
systems, as many computers have fans, although it is not to a level of environmental efficiency quite yet.

Fanless cooling, despite being less efficient than Fan-cooling, could prove itself to be more effective in
this sort of situation. Although a lot of the solutions are currently energy inefficient, they may be more
convenient than building an array of fans at a data center. Different types of these exist, and only a few of
many are explained here. The first, a heat sink, involves effectively “draining” heat from the CPU and
moving it into a thermally conductive metal, such as aluminum or copper. The process for this is slow,
and the CER is low at around 1-3, although it may be combined with other types of cooling. The next is
heat pipes, which is similar in concept to heat sinks. However, instead of using conductive metals, it uses
“a heat transfer liquid, which evaporates by removing latent heat. The heat transfer fluid that becomes
vapor carries the heat to the cooler end, thereby releasing heat” (DNP). A similar solution, known as a
vapor chamber, employs the same technology while using a chamber instead of a pipe. This is the most
energy efficient with a CER around 20. The final solution this paper will address is a Peltier (PEL-tee-ay)
module. As the name suggests, the Peltier module takes inspiration from the Peltier Effect (also known as
the thermoelectric effect). This technique “corresponds to the heat extraction or absorption occurring at
the contact between two different conducting media when a direct current (DC) electric current flows
through this contact” (Gurevich & Velasquez Perez). Essentially, this means that when connecting two
electrical wires in a specified way, you can end up with one “cool” end and one “hot” end to transfer
energy. Peltier modules take advantage of
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this by constructing a panel with two sides. One end, the cool one, is attached to the module that needs to
be cooled. The metal parts inside transfer heat to the other end. Peltier modules are small and compact,
making them relatively easy to install. That being said, the modules are high maintenance and are
inefficient with energy, meaning that only abtout 1/10 of energy input is used for cooling. Due to how
small-scale and inefficient Peltier modules are, I would not be inclined to study them in my project. A
comparison of PC cooling systems can be found in Figure 2.

All solutions addressed above are common in PC’s or personal units. None have been adapted for a
large-scale use, such as the kind used in data centers, although the purpose of this experiment and process
is to adapt such technologies to large-scale industry based on efficiency.

SOLUTION

After analyzing and evaluating the sources listen and research, the conclusion I have reached is that a
potentially feasible solution process could be as follows: A research-process that uses pre-existing data
and achievable research to synthesize a process for cooling. Such a process would be divided into 3
sections:
1) Testing the different types of cooling (fan, heat sink, heat pipe, vapor chamber) on PC’s of
different scale and recording major variables being:
a) Energy Efficiency (measured in CER).
b) Cooling Power (measured in Cubic Feet per Minute for fans or heat removed in general).
¢) Environmental Consequence
i)  Since this data is qualitative, the most efficient way to calculate this would be
through further research of the techniques. Due to the present problem, it is
widely known and accepted that techniques that rely on water-use would have
very low environmental efficiency, whereas air-based and energy efficient
techniques would be more environmentally-safe.
d) Costliness (costs will be noted and compared)
The suggested testing process would involve the implementation of cooling techniques to
PCs of varying size and make in order to simulate the effects on a real-world data center.
In order to optimize efficiency, the best course of action would include gathering a
sample of about 3-5 PCs and applying the cooling techniques while noting the metrics
listed above. Each technique will be applied to the same PCs (in order to ensure a
repeatable, fair, and standardized experiment). In order to prevent bias, different trials on
different types of PCs will be used as well.
2) Researching and analyzing these cooling systems to see how they work and devising a solution to
get the top contenders in step 1 to be accessible for a large-scale data centers
3) (Optional, but ideal) Reaching out to business professionals and leaders about implementing
environmentally-clean practices into their Al data centers
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PLAN AND APPROACH

The suggested solution and experiment for the presented issue can be divided into three steps, with the
final one being an optional venture towards implementation. The first of the three includes rigorous
testing. Four cooling techniques used on PCs (fan, heat sink, heat pump, and vapor chamber) will be
measured in terms of energy efficiency (how much energy they “waste”) and cooling power (how much
they are able to bring down temperatures). The techniques will be used on different PCs (make and model
kept constant in order to ensure a repeatable and fair test) with sensors embedded to track these details.
PC cooling efficiency can be measured with different metrics. In the case of air-cooling, the most popular
and standardized unit is Cubic Feet per Minute (CFM), a measure of how much air is moved per minute.
This is important as higher circulation yields more cooling. This metric, or another such measurement
depending oni the cooling type, can be divided by the energy consumed to find Cooling Efficiency Ratio
(CER). The latter unit is the most applicable for this study, as a large-scale implementation would
prioritize efficiency and scarce use of energy. Feasibility, and environmental efficiency, the most notable
qualitative data assessments in this experiment, will be assessed through research. Costliness will also be
researched and noted on a scale. After concluding which are the best suited for both PCs and large-scale
systems, we will move on to our more innovative stage. During stage 2, research and prototyping would
be done to conceptualize a large-scale application for the chosen techniques. This is the most tentative and
far-off stage. Research should be documented in a journal. If a solution is found, I would also seek to
publicize the findings and attempt to implement them into a real industry in order to have a measurable
impact.

RISKS

1) Insufficient funding to support acquisition of PCs and cooling
Request donations of old PCs and computers, focus on CPU instead of PCs, try to reuse parts instead of
buying multiple
2) PCs and Data Centers are different
This is an issue I am well aware of. However, my solution emphasizes making a large-scale change out of
very little. Thus, the main premise is to use PC cooling system so that the proposed solution can be cheap,
energy efficient, safe, and simple.
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